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Abstract 

Image Restoration is the process of recovering the original image by removing noise and blur 

from image. Image blur is difficult to avoid in many situations like photography, to remove 

motion blur caused by camera shake, radar imaging to remove the effect of image system 

response etc. Image noise is unwanted environment condition such as rain, snow etc. The image 

degradation could come from coding artifacts, resolution limitation, transmission noise, object 

motion, camera shake, or a combination of them. Image decomposition is used for 

decomposing the distorted image into a texture layer (High Frequency HR Component) and a 

structure layer (Low Frequency LF Component) with the goal to separate HF and LF artifacts. 

The existing system is a flexible deep CNN framework which exploits the frequency 

characteristics of different types of artifacts. Hence, the same approach can be employed for a 

variety of image restoration tasks by adjusting the architecture. For reducing the artifacts with 

similar frequency characteristics, a quality enhancement network which adopts residual and 

recursive learning is proposed. Residual learning is utilized to speed up the training process 

and boost the performance; recursive learning is adopted to significantly reduce the number of 

training parameters, as well as boost the performance deblurring, which can help us to build 

image deblurring models more accurately. While global edges selection methods tend to fail in 

capturing dense image structures, the edges are easy to be affected by noise and blur. In this 

paper, we propose an image deblurring method based on local edges selection.  

Key Terms: CNN – Convolutional Neural Network, ReLU – Rectified Linear Unit, MTCNN - Multi-

task Cascaded Convolutional Networks

1. Introduction 

It approaches have difficulties when 

dealing with text images, since they rely 

on natural image statistics which do not 

respect the special properties of text 

images. On the other hand, previous 

document image restoring systems and 
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the recently proposed black-and-white 

document image deblurring method are 

limited, and cannot handle large motion 

blurs and complex background. We 

propose a novel text image deblurring 

method which takes into account the 

specific properties of text images. Our 

method extends the commonly used 

optimization framework for image 

deblurring to allow domain-specific 

properties to be incorporated in the 

optimization process. Experimental 

results show that our method can generate 

higher quality deblurring results on text 

images than previous approaches 

2. Literature Survey 

Tsung-Ching Lin and others [1] work 

proposed an approach in which the group 

sparse regularization on both the blur 

kernel and image is provided, where the 

sparse solution is promoted by ℓ1-norm. 

In addition, the reweighted data fidelity is 

developed to further improve the recovery 

performance, where the weight is 

determined by the estimation error.  

Saeed Anwar and others [2] devise a 

class-specific prior based on the band-

pass filter responses and incorporate it 

into a deblurring strategy. More 

specifically, we show that the subspace of 

band-pass filtered images and their 

intensity distributions serve as useful 

priors for recovering image frequencies 

that are difficult to recover by generic 

image priors.  

Mohammad Tofighi and others [3] 

develop a new method called Blind Image 

Deblurring using Row-Column Sparsity 

(BD-RCS) to address this issue. 

Specifically, we model the outer product 

of kernel and image coefficients in certain 

transformation domains as a rank-one 

matrix, and recover it by solving a rank 

minimization problem. 

Ruomei Yan and others [4] proposed a 

learning-based method using a pre-trained 

Deep Neural Network (DNN) and a 

General Regression Neural Network 

(GRNN) is proposed to first classify the 

blur type and then estimate its parameters, 

taking advantages of both the 

classification ability of DNN and the 

regression ability of GRNN. 
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3. System Design 

The existing system present a blind image 

deblurring method based on a 

computationally efficient and effective 

image regularizer. The proposed 

regularizer is motivated by the fact that 

the success of recent priors mainly stems 

from their properties, which implicitly 

generate an unnatural latent image 

suppressing insignificant structures and 

preserving only salient edges. These 

salient edges guide the models to estimate 

an accurate kernel.

 

In the proposed system interpolation is 

generally used to upsample low-

resolution images to the target resolution, 

and then nonlinear networks are used to 

calculate superresolution results. Because 

network reasoning is performed on high-

resolution images, such methods have a 

large computational overhead. Another 

type of algorithm calculates the nonlinear 

mapping of the image on a low-resolution 

scale and then uses deconvolution, pixel 

shuffle or other techniques to upsample 

the results to a high resolution level. 

The proposed system is based on pure 

Inception variant without any residual 

connections. It can be trained without 

partitioning the replicas, with memory 

optimization to backpropagation. To 

prevent the middle part of the network 

from “dying out”, the authors introduced 

two auxiliary classifiers. 

 

The proposed system minimizes the 

modifications to the nonlinear networks 

and only add a few structures to their input 

and Output ports. The nonlinear networks 

used in image restoration generally 

contain skip connections with different 

densities, possibly containing batch 
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normalization, gate units and other 

elements. 

4. Implementation 

The train-test split procedure is 

appropriate when you have a very large 

dataset, a costly model to train, or require 

a good estimate of model performance 

quickly. The procedure involves taking a 

dataset and dividing it into two subsets. 

The first subset is used to fit the model and 

is referred to as the training dataset. The 

second subset is not used to train the 

model; instead, the input element of the 

dataset is provided to the model, then 

predictions are made and compared to the 

expected values. This second dataset is 

referred to as the test dataset.  

The objective is to estimate the 

performance of the machine learning 

model on new data: data not used to train 

the model. by default, the program ignores 

the original order of data. It randomly 

picks data to form the training and test set, 

which is usually a desirable feature in 

real-world applications to avoid possible 

artifacts existing in the data preparation 

process. To disable this feature, simply set 

the shuffle parameter as False (default = 

True).  

 

Transfer learning is a very powerful deep 

learning technique which has more 

applications in different domains. ResNet 

and Inception have been central to the 

largest advances in image recognition 

performance in recent years, with very 

good performance at a relatively low 

computational cost. Inception-ResNet 

combines the Inception architecture, with 

residual connections. In Residual 

networks, the layers of a neural network 

are not restricted to sequential order, but 

form a graph instead. 

 

The skimage.io image package is used to 

read the image from the file. Rescale 

operation resizes an image by a given 

scaling factor. The scaling factor can 

either be a single floating point value, or 
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multiple values - one along each axis. 

Resize serves the same purpose, but 

allows to specify an output image shape 

instead of a scaling factor. 

An inception block starts with a common 

input, and then splits it into different 

parallel paths (or towers). Each path 

contains either convolutional layers with a 

different-sized filter, or a pooling layer. In 

this way, we apply different receptive 

fields on the same input data. At the end 

of the inception block, the outputs of the 

different paths are concatenated.  

ImageDataGenerator class allows allow 

rotation of up to 90 degrees, horizontal 

flip, horizontal and vertical shift of the 

data. We need to apply the training 

standardization over the test set. 

ImageDataGenerator will generate a 

stream of augmented images during 

training.

 

We will define Exponential Linear Unit 

(ELU) activation functions A single fully-

connected layer after the last max pooling. 

The padding='same' parameter. This 

simply means that the output volume 

slices will have the same dimensions as 

the input ones.  

A residual block consists of two or three 

sequential convolutional layers and a 

separate parallel identity (repeater) 

shortcut connection, which connects the 

input of the first layer and the output of 

the last one. Each block has two parallel 

paths. The left path is similar to the other 

networks, and consists of sequential 

convolutional layers + batch 

normalization. The right path contains the 

identity shortcut connection (also known 

as skip connection). The two paths are 

merged via an element-wise sum. That is, 

the left and right tensors have the same 

shape and an element of the first tensor is 

added to the element of the same position 

of the second tensor. The output is a single 

tensor with the same shape as the input. In 

effect, we propagate forward the features 

learned by the block, but also the original 
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5. Conclusion and Future 

Enhancement 

In this system we align multiple image 

segments with relative displacement at the 

pixel level. Taking advantage of the Deep 

Neural Network can better integrate 

various types of feature representations 

from multiple images. Compared with the 

existing two-frame architectures, the 

multiframe architecture of can avoid 

repeated computations caused by multiple 

inferences when aligning multiple 

images. We applied logic to image 

denoising, image superresolution and 

superresolution tasks. In Future, we like to 

implement using Bi-Directional LSTM 

Approach. 
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