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ABSTRACT - Saliency detection approaches a computer vision system for selecting the subset 

of interesting regions in each input image is processed and analyzed. To detect co-salient images 

objects professionally, first we use the pre-attentive scheme and then measure the similarity 

between multiple salient regions to locate the co-salient regions among the group of images. Co-

saliency Detection is slightly different technique for simultaneously extracting common salient 

objects in multiple related images. Conversely, the co-occurring objects detected in image 

sequences   which are visually salient in nature.  The Schema of an image processing designed to 

make the different formats from a copy of the image and to retrieve detailed description about 

the contents involved. From an existing photograph images, the standard solution will be 

detecting the noticeable object. Complete experiments of the proposed method over varied 

publicly available benchmark data sets reveal consistent performance gains over the state-of-the 

art cosaliency detection methods. The focus of interest detected such as co-occurring objects can 

benefit the tedious manual labeling process in image frames routinely. In addition, sparse coding 

is worn for dictionary learning and to update that pre-attentive patch set in co-salient objects. 

Index Terms- Saliency detection, co-salient images, pre-attentive scheme. 

1. INTRODUCTION 

SALIENCY detection has been an extensively studied topic in the past few decades. It 

enables a computer vision system to select a subset of interesting regions in each input image for 
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further processing and analysis.triggers a new and interesting research area named co-saliency 

detection with the goal of discovering the consistent salient patterns in multiple related images. 

Different from Co-segmentation that considers not only common salient foreground regions but 

also similar non-salient background areas in images, co-saliency detection focuses on exploring 

the most important information, i.e., the common foreground regions, among the image group 

with a reduced computational demand by implying priorities based on human visual attention. 

Co-saliency detection can serve as a more promising pre-processing step for many high-level 

visual information understanding tasks, such as video foreground extraction, image retrieval 

object detection and image matching. To explore the first property, some earlier co-saliency 

models proposed directly combine several existing saliency detection methods for predicting the 

salient regions within each single image modifying the existing unsupervised saliency detection 

models. To explore the second property, most previous approaches discover the homogeneity of 

co-salient regions within each image pair. Deep learning has shown outstanding performance on 

mining deep and hidden patterns for building powerful representations in many challenging 

tasks, such as visual classification and object localization. In this paper, we attempt to leverage 

deep learning for the discovery of higher level homogeneity among co-salient regions. 

Specifically, we present the concept of deep inter-saliency, which is formulated using the deep 

reconstruction residual obtained in the highest hidden layer of a self-trained SDAE. As the 

SDAE is trained on the image regions with higher intra-saliency priors among the multiple 

related images, it can extract more intrinsic and general hidden patterns to discover the 

homogeneity of co-salient objects in terms of some higher level concepts. Consequently, the 

obtained deep inter-saliency could alleviate the influence of variance in luminance, shape, and 

view point, and should become a novel and useful cue when generating the final co-saliency 

map. 

SDAEs are used in this paper for better solving the problems both in the generation of the 

robust intrasaliency prior and in mining deep inter-saliency patterns, which is the earliest effort 

to introduce deep learning to co-saliency detection. 

 

2. SYSTEM ANALYSIS 

2.1 EXISTING SYSTEM 
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Most early approaches for co-saliency detection explore the joint information provided 

by the image pair to find co-salient regions.Traditional enhancement techniques are techniques 

that have direct counterparts in traditional darkrooms. They include brightness and contrast 

adjustment, color balancing, cropping, and dodging and burning. Traditional methods only seek 

to detect the co-saliency of two images at a time, not accounting for the discovery of the global 

coherent information that may exist when there are more   than two images. 

The above concept results in a direct limitation for co-salient pattern exploration when extended 

beyond pair-wise relations. Color balancing is the adjustment of the color components of an 

image. The purpose of color balancing is to render the colors in the scene faithfully. Brightness 

adjustment is used when the image is too bright or too dark. Contrast adjustment is used when 

the image lacks sufficient contrast. 

If the image is made too bright, there is a risk of loss of detail in light areas. If the image 

is made too dark, there is a risk of loss of detail in the dark areas. Improper color balance 

adjustment can render colors inaccurately, and objects will appear to have the wrong color when 

compared to the actual subject 

Rather than engaging to discover homogeneous information from the collection of 

multiple related images for representing co-salient objects, these methods mainly exploit the 

relationship of the obtained maps of multiple existing saliency and co-saliency approaches to 

obtain the self-adaptive weights for generating the final co-saliency map. Based on the most 

recent achievements in saliency detection and co-saliency detection, these methods produce a 

relatively satisfactory performance. However, the large time costs for preparing the existing 

saliency and co-saliency maps before the fusion process become their major limitations. 

 

2.2 PROPOSED SYSTEM 

Some nontraditional image enhancement processes are used and accepted by a variety of 

scientific fields such as medicine, aerospace, and cartography. Our project primarily focuses on 

the crime scene weapons and accident zones to render the images of the crime weapon or the 

affected body and is in an accident. 
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Images are fetched into the system and saliency techniques are applied to the images. The 

module generates fine level super pixels for each image and extracts the feature vector. Each 

image goes through a set of slinky process, after which the main focused image can be viewed 

for further investigation. The image after studying the patterns would be sent to the concerned 

authorities with a report about the investigation. By dismissing the image forensic experts would 

have to concentrate less on surrounding objects. 

The approached technique will only feature the concerned object of the image to be 

evaluated, therefore, reducing time constraint. Approached technique will bring more clarity to 

image processing in criminal investigation. 

3. SYSTEM IMPLEMENTATION 

3.1. STACKED DENOISING AUTO ENCODER 

SDAE is one kind of state-of-the-art deep learning models, which seeks to exploit the 

unknown structure in the input distribution at multiple layers to make the learned higher level 

representations more abstract and informative. 

By using SDAE model introduced above, we can transfer contrast prior knowledge and explore 

deep inter-saliency in the proposed co-saliency detection framework. In contrast prior transfer, 

the core problem is how to learn and transfer the prior knowledge of image contrast, which is a 

relationship between super pixels in the image foreground and background. In deep inter-

saliency pattern mining, the problem is how to capture the homogeneity of the co-salient objects 

in terms of some higher level concepts. 

To solve this problem, we use the selected super pixels with higher inter-saliency as the 

input data to train an SDAE via greedy layer-wise unsupervised learning. 

3.2. INTRASALIENCY PRIOR TRANSFER 

Contrast and object brightness are the two concepts that gives general knowledge about 

how much certain regions are visually different from the background. 

These concepts would have less constraint on the choice of the auxiliary data set and easy 

to transfer from the auxiliary data to the target data in generating a robust intra saliency map. 

Therefore the Employee is able to examine the complexity of the image by targeting the specific 

area of interest, within the image with more accuracy. 
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3.3. SALIENT DOMAIN 

The module enables a computer vision system to select a subset of interesting regions in 

each input image for further processing and analysis. Consider not only common salient 

foreground regions but also similar non-salient background areas in the images and exploring the 

most important information by implying priorities based on human visual attention. 

They cannot yield promising results as unsupervised saliency detection algorithms tend to 

lack robustness and be influenced by the complex backgrounds. In addition, the recent progress 

of saliency detection in a single image has acquired more prior knowledge on saliency. 

3.4. CONTRAST PRIOR TRANSFER 

Image contrast is one of the most widely used information for saliency detection in a 

single image because the contrast operator simulates the human receptive fields. As a result, 

image regions that are distinct from the background would capture more human. By following 

the basic rule of photographic composition, we assume most image boundaries belong to the 

background area and formulate saliency based on the contrast between each image region and the 

image boundaries. Thus now the image posses more clarity with contrast to the existing emerged 

image of the case studied. 

3.5. COSALIENCY MAP GENERATION 

 

The final co-saliency map is generated by extracting the mean co-saliency values within 

the coarse segments of each image. The intra-saliency prior, the shallow inter-saliency, and the 

deep intra-saliency, have been introduced for co-saliency detection. This reflects one aspect of 

the characteristics of the co-salient regions and utilizes a weighted linear combination in this 

paper to calculate co-saliency for each super pixel. 

If the admin wants to view the difference obtained from the salient and the co-salient 

image he can view it with the help of the Graph generated which shows the difference of 

saliency, co-saliency and original image in a bar graph along the X and Y axis. 

4. ARCHITECTURE DIAGRAM 

4. 1. Architecture Diagram 
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Fig  4.1 Post Allocation, Transformation To Co-Salient Images 

. 

5. EXPERIMENTAL RESULTS 

An image processing schema is designed to make a copy of the image in different 

formats and retrieving detailed description about the contents residing in it. The conventional 

solution is to detect the noticeable object from an existing photograph images.. In addition, to 

update pre-attentive patch set for co-salient objects, sparse coding is used for dictionary learning 

and further discrimination among co-salient objects.  

The purpose of this document is to provide recommendations for the use of digital image 

processing in the criminal justice system. The objective is to ensure the successful introduction 

of forensic imagery as evidence in a court of law. 
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6. CONCLUSION& FUTURE WORK 

 

The proposed system improves the performance of the existing co-saliency detection 

algorithms to a large extent. For the further work, we tend to extend the proposed work in the 

following directions. 

 First, the obtained information cues are improved in the proposed work by using 

framework.  

 Second, weakly supervised learning framework is embedded in the cosaliency detection 

process for selecting the object. 

From the auxiliary annotated data sets, the robust intrasaliency map is generated.  Rather 

than just exploring the shallow intersaliency, we also proposed to the deep intersaliency by the 

co-salient objects. 

1. This approach of image processing can be implemented in sports related image verification. 

2. Presently this approach has been implemented only on images but later modification can be 

even used in videos. 

3. The proposed method can also be extended and applied to a wide range of video processing 

tasks, such as video foreground extraction, video categorization, and video memorability 

computation. 

This approach of image processing can be implemented in forensic related image verification. 

Presently, this approach has been implemented only on images, but later modification can be 

even used in the videos. 
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