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Abstract—With the advent of the cloud computing technology the user can operate the data and perform the 

computations anywhere, anytime in the world. Cloud computing provides highly scalable services to be easily 

consumed over the Internet on an as-needed basis. The interest  thing in cloud computing has been motivated by 

many factors such as the low cost of system hardware, the increase in computing power and storage capacity and 

the massive growth in data size generated by digital media, Web authoring, scientific instruments, physical 

simulations,etc. To this end, still the main challenge in the cloud is how to effectively store, query, analyse, and 

utilize these immense datasets. To provide the solution to this problem in this paper a novel highly decentralized 

software framework called Transpose-Minify Framework is used for effectively managing the data. 
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1. INTRODUCTION 

Cloud computing has been coined as an umbrella term to describe a category of sophisticated on-

demand computing services initially offered by commercial providers, such as Amazon, Google, and 

Microsoft. It denotes a model on which a computing infrastructure is viewed as a cloud from which 

businesses and individuals access applications from anywhere in the world on demand. The main principle 

behind this model is offering computing, storage, and software “as a service. In addition to raw computing 

and storage, cloud computing providers usually offer a broad range of software services. They also include 

APIs and development tools that allow developers to build seamlessly scalable applications upon their 

services. Indeed, the long-held dream of delivering computing as a utility has been realized with the 

advent of cloud computing. Cloud computing provides software as a service (saas), Platform as a 

service(paas), Infrastructure as a service(IaaS). Cloud provides feature such as pay for usage (metering and 

billing), elasticity, self service, and customization. Further cloud provides deployment models such as 

Private cloud, Public cloud, Hybrid cloud. The important feature offered by the cloud is the users data 

resides anywhere in the world and which can be operated remotely in unknown machine by the user. In the 

day-to-day life the organizations produce large amount of data. The interest  thing in cloud computing has 

been motivated by many factors such as the low cost of system hardware, the increase in computing power 

and storage capacity and the massive growth in data size generated by digital media(images, video, audio), 

Web authoring, scientific instruments, physical simulations,etc. To this end, still the main challenge in the 

cloud is how to effectively store, query, analyse, and utilize these immense datasets. To effectively 

manage the data produced by the organizations in this paper a novel highly decentralized software 

framework implemented which is called Map Reducing Technology.The main aim of this paper is to 

combine cloud computing Technologies to efficiently store, query, analyse, and utilize the organizations 
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data.This paper is structured as follows: Section II presentsthe Transpose-Minify is a software framework 

for data processing in the cloud. In section III contains the existing and proposed system analysis. Further 

in section IV discussed about main features of transpose-minify framework.In section V implements the 

sculptor- Serf architecture for the Transpose-Minify Framework. Further in section VI the Transpose-

Minify Framework is implemented using the Transpose and minify functions. Section VII discussed about 

the some of the related implementations for the Transpose-Minify Framework done in the cloud. Finally 

section VII presents our conclusions and future work. 

 

2. TRANSPOSE-MINIFY MODEL 

Transpose-Minify is a software framework for solving many large-scale computing problems.. By 

using this programming model large set of data sets can be processed. Transpose-Minify has the two main 

functions Transpose and Minify.  

2.1  Transpose Function 

This function performs the searching and sorting of the similar data items.  

2.2   Minify Function 

This procedure performs the summary operation. 

The Transpose-Minify provides many useful features such as simplicity, fault tolerance, and scalability. It 

is the most powerful realization of data-intensive cloud computing programming. It is often advocated as 

an easier-to-use, efficient and reliable replacement for the traditional data intensive programming model 

for cloud computing. It is proposed to form the basis of the data-centre software stack. The Transpose-

Minify can be applied in many fields such as data and compute-intensive applications, machine learning, 

graphic programming, multi-core programming. 

3. SYSTEM ANALYSIS 

3.1 Existing System 

In the past for managing the large amount data produced by the organization the  traditional data 

intensive system was used which is not suitable for the cloud computing  due to the bottleneck of the 

Internet when transferring large amounts of data to a distant CPU.  The drawbacks of the traditional 

method are it is lack in scalability and it has no enough space to store large amount of data. And also it 

does not support the query processing. 

3.2 Proposed System 

In proposed system a novel approach, namely Transpose-Minify software framework is use to 

effectively manage the large data sets. The main feature of this model is  simplicity, fault tolerance, and 

scalability. In this model the computing and data resources are co-located, thus minimizing the 

communication cost and benefiting the service providers. 

 

  4.  MAIN FEATURES OF TRANSPOSE-MINIFY FRAMEWORK 

4.1 Simplicity:  

The Transpose-Minify runtime is responsible for parallelization and concurrency control, this 

allows programmers to easily design parallel and distributed applications. 

4.2 Manageability:  

It provides the two level of management 

(a) To manage the input data- prepare the data to execute. 
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(b) To manage the output data- to get the reduced data. 

4.3 Scalability:  

When the node increases then the performance of the Transpose-Minify potentially increases. 

4.4 Fault Tolerance and Reliability:  

       The data in the GFS are distributed on clusters with thousands of nodes. Thus any nodes with 

hardware failures can be handled by simply removing them and installing a new node in their place. 

Moreover, Transpose-Minify, taking advantage of the replication in GFS, can achieve high reliability by (1) 

rerunning all the tasks (completed or in progress) when a host node is going off-line, (2) rerunning failed 

tasks on another node, and (3) launching backup tasks when these tasks are slowing down and causing a 

bottleneck to the entire job. 

5. TRANSPOSE-MINIFY IMPLEMENTATION 

 

The Transpose-Minify framework uses the sculptor- Serf architecture (Fig.1).  

5.1Transpose step:  

The sculptor node takes the input, divides it into smaller sub-problems, and distributes them to Serf 

nodes. A Serf node may do this again in turn, leading to a multi-level tree structure. The Serf node 

processes the smaller problem, and passes the answer back to its sculptor node. 

5.2 Minify step:  

The sculptor node then collects the answers to all the sub-problems and combines them in some 

way to form the output – the answer to the problem it was originally trying to solve. 

5.3 The Function of sculptor 

The sculptor also called master, is responsible for Querying the Name Node for the block locations, 

Scheduling the tasks on the slave which is hosting the task’s blocks, and  Monitoring the successes and 

failures of the tasks.  

5.4 The function of Serf 

The Serf also called slave, execute the tasks as directed by the master. 

 

6.   IMPLEMENTATION OF TRANSPOSE-MINIFY 

6.1Steps 

 Prepare the input from the user. 

 Then the input is send to the sculptor of the architecture. 

 The sculptor segments the input and assigns it to all the Serf nodes. 

 The Serf nodes process the inputs and produce the relevant output. 

 Then the Serf node sends the out file to the sculptor

 

For doing the above mentioned steps the pivotal - appraisal pair is generated for Transpose and Minify 

functions 
 

 For Transpose (P1, A1) → list (P2, A2) 
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 For reducing (P2, list (A2)) → list (A3) 

 

The Transpose Minify library in the user program first splits the input files into M pieces of typically 16 to 

64 megabytes (MB) per piece. It then starts many copies of the program on a cluster. One is the “sculptor” 

and the rest are “Serf.” The sculptor is responsible for scheduling (assigns the Transpose and Minify tasks 

to th e worker) and monitoring (monitors the task progress and the Serf health). 

 

 

When Transpose tasks arise, the sculptor assigns the task to an idle Serf, taking into account the data 

locality. A Serf reads the content of the corresponding input split and emits a pivotal /appraisal pairs to the 

user-defined Transpose function. The intermediate key/value pairs produced by the Transpose function are 

first buffered in memory and then periodically written to a local disk, partitioned into R sets by the 

partitioning function. The sculptor passes the location of these stored pairs to the Serf which reads the 

buffered data from the Transpose using remote procedure calls (RPC). It then sorts the intermediate keys 

so that all occurrences of the same key are grouped together. For each key, the worker passes the  

corresponding intermediate value for its entire occurrence to the Minify function. Finally, the output is 

available in R output files (one per Minify task). 

 

 
 

 

Figure.1 Sculptor- Serf architecture
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7. TRANSPOSE-MINIFY IMPLEMENTATIONS FOR THE CLOUD 

The Transpose-Minify framework can be implemented in various fields using the cloud computing 

technology. 

7.1Hadoop: 

The Hadoop common [7], formerly Hadoop core, includes file System, RPC, and serialization 

libraries and provides the basic services for building a cloud computing environment with commodity 

hardware. The two fundamental subprojects are the Transpose-Minify framework and the Hadoop 

Distributed File System (HDFS).The Hadoop Distributed File System is a distributed file system designed 

to run on clusters of commodity machines. It is highly fault-tolerant and is appropriate for data-intensive 

applications as it provides high speed access the application data. The Hadoop  

Transpose-Minify framework is highly reliant on its shared file system (i.e., it comes with plug-ins 

for HDFS, Cloud Store [15], and Amazon Simple Storage Service S3 [16]). 

7.2 Disco 

Disco is an open-source Transpose-Minify implementation developed by Nokia [21]. The Disco 

core is written in Erlang, while users of Disco typically write jobs in Python. Disco was started at Nokia 

Research Center as a lightweight framework for rapid scripting of distributed data processing tasks. 

Furthermore, Disco has been successfully used, for instance, in parsing and reformatting data, data 

clustering, probabilistic modeling, data mining, full-text indexing, and log analysis with hundreds of 

gigabytes of real-world data. Disco is based on the master-slave architecture. When the Disco master 

receives jobs from clients, it adds them to the job queue, and runs them in the cluster when CPUs become 

available. On each node there is a Worker supervisor that is responsible for spawning and monitoring all 

the running Python worker processes within that node. The Python worker runs the assigned tasks and 

then sends the addresses of the resulting files to the master through their supervisor. 

7.3Mapreduce.NET 

Mapreduce.NET [22] is a realization of Transpose-Minify for the.NET platform. It aims to provide 

support for a wider variety of data-intensive and compute intensive applications (e.g., MRPGA is an 

extension of Transpose-Minify for GA applications based on Transpose-Minify.NET [23]). Transpose-

Minify.NET is designed for the Windows platform, with emphasis on reusing as many existing Windows 

components as possible. The Transpose-Minify.Net runtime library is assisted by several components 

services from Aneka [24, 25] and runs on WinDFS. Aneka is a.NET-based platform for enterprise and 

public cloud computing. It supports the development and deployment of.NET-based cloud applications in 

public cloud environments, such as Amazon EC2.Besides Aneka, Reduce.NET is using WinDFS, a 

distributed storage service over the.NET platform. WinDFS manages the stored data by providing an 

object-based interface with a flat name space. Moreover, MapReduce.NETcan also works with the 

Common Internet File System (CIFS) or NTFS. 

7.3 Skynet 

Skynet [17, 26] is a Ruby implementation of Transpose-Minify, created by Geni.Skynet is“ an 

adaptive, self-upgrading, fault-tolerant ,and fully distributed system with no single point of failure” [17]. 

At the heart of Skynet is plug-in based message queue architecture, with the message queuing allowing 

workers to watch out for each other. If a worker fails, another worker will notice and pickup that task. 

Currently, there are two message queue implementations available: one built on Rinda that uses 

Tuplespace and one built on MySQL.Skynet works by putting “tasks” on a message queue that are picked 
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up by skynet workers. Skynet workers execute the tasks after loading the code at startup; Skynet tells the 

worker where all the needed code is. The workers put their results back on the message queue. 

 7.5Grid Gain 

Grid Gain  is an open cloud platform, developed in Java, for Java. Grid Gain enables users to 

develop and run applications on private or public clouds. The Transpose-Minify paradigm is at core of 

what Grid Gain does. It defines the process of splitting an initial task into multiple subtasks, executing 

these subtasks in parallel and aggregating (reducing) results back to one final result. New features have 

been added in the Grid Gain Transpose-Minify implementation such as: distributed task session, 

checkpoints for long running tasks, early and late load balancing, and affinity co-location with data grids. 

 

8.  CONCLUSION AND FUTUREWORK 
In this paper introduces the Transpose-Minify Framework Which is important programming model 

for next-generation distributed systems, namely cloud computing. The Transpose-Minify implementations 

for cloud computing, especially data- and compute-intensive cloud computing owned by different 

organizations. In this paper presented the different impacts of the Transpose-Minify model in the computer 

science discipline, along with different efforts around the world. It can be observed that while there has 

been a lot of effort in the development of different implementations of Transpose-Minify, there is still 

more to be achieved in terms of Transpose-Minify optimizations and implementing this simple model 

indifferent areas. The future work of this paper is performing the optimizations using the Transpose-

Minify Frame work. 
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